
I. INTRODUCTION

THREE-DIMENSIONAL television (3DTV) is expected to
evoke a revolution in visual technology. Beyond any doubt,

precise acquisition of 3-D information of dynamic scenes is
crucial for 3DTV implementation. Extensive research has been
dif�culties in many cases. More speci�cally, the survey pro-
poses concise analysis of approaches for 3-D scene extraction
from single and multiple cameras data streams. It also focuses
on holographic and pattern projection techniques for real-time
collection of point locations and color information of 3-D ob-
jects, as an alternative to traditional camera-based methods, and
brie�y describes potentials of time-of-�ight-based systems ca-
pable of integrating depth extraction and imaging in real time.

Because it is an ill-posed problem, the challenges for 3-D
scene reconstruction from mono-view video sequences are
pointed out in Section II. The �rst part of the section introduces
all shape-from-X approaches for 3-D shape extraction but con-
centrates mainly on shape-from-motion approaches, relying on
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Section IV briefly presents the principle of digital holography,
as a means for digital recording of a hologram of an object
with further numerical reconstruction of its 3-D image. Pattern
projection techniques, in which the information of the object
shape and color is encoded in a 2-D pattern that is projected
onto and reflected from the object, are discussed in Section V
for the cases of structured light and fringe projection. Finally,
the principle and some basic issues of time-of-flight range
imaging systems are outlined in Section VI.

II. 3-D SINGLE-CAMERA TECHNIQUES

A. 3-D Scene Extraction From a Single Camera

3-D scene extraction from a single-camera video sequence
is a well-known problem in computer vision for decades. How-
ever, due to its ill-posed nature, other approaches, such as multi-
view or stereoscopic vision, have been preferred against single-
camera techniques. However, it is obvious that conversion of the
vastly available mono-view video for the upcoming 3DTV sys-
tems is strictly necessary.

1) Shape-From-X for a Single Camera: There are mainly
four methods that imitate human 3-D perception to extract
the 3-D shape information. These are shape-from-shading [1],
shape-from-texture [2], shape-from-defocus/focus [3], and
shape-from-motion. In shape-from-shading methods, an energy
function is minimized by applying several constraints to over-
come the unclear characteristic of the problem for determining
the surface gradients from the single-image irradiance equation.
For shape-from-texture, the validity of information about the
depth in texture mainly depends on two properties, which are
homogeneity and isotropy. If a texture is homogenous, both
size and density can be used for extracting the shape informa-
tion, whereas if the texture is isotropic, spatial compression of
the texture still provides better shape information. However,
texture information is not guaranteed in general scenes. In
the shape-from-focus methods, the camera focus varies on an
object to determine its depth, which is not available for many
cases, as well. The shape-from-motion approach tries to solve
for 3-D geometry by using the relative motion between the
camera and object, which is an expected situation in practice. It
should be emphasized that there is no complete solution to the
single-camera 3-D scene extraction problem. All shape-from-X
methods have their own advantages and disadvantages. Consid-
ering the requirement of applicability of the solution to general
scenarios, it can be concluded that shape-from-motion (SfM)
methods are more preferable. Hence, the remainder of this
section focuses on different solutions to the SfM problem. In
all applications that deal with the extraction of the 3-D scene
structure, feature matching and tracking plays an important
role. Feature correspondences between two (or more) frames of
a video sequence are strictly required to geometrically relate the
images, for camera calibration or estimating scene structure. A
good overview can be found in [4] and [5].

2) Manual and Self-Calibration: In the conversion process
of the available content to 3DTV input, such data are expected to
lack calibration information. Camera calibration is the process
of obtaining camera intrinsic parameters in order to solve for

3-D structural information [6], [7]. Structure and motion prob-
lems require a high level of accuracy of the camera matrix (in-
trinsic parameters) due to the nonlinearity of the problem of
the scene reconstruction. Although many algorithms have been
proposed for manual calibration, two of them, by Tsai [8] and
Zhang [9], received wide acceptance in the computer vision
community. These methods are based on utilizing calibrating
patterns in order to determine the unknown camera parameters.
However, in some cases, it is not possible to utilize such a pat-
tern; hence, the calibration should be performed by only using
the available frames, called self-calibration. For self-calibration,
it should be noted that the fundamental matrix, which summa-
rizes the geometric relation between views in an algebraic rela-
tion, contains both camera-intrinsic parameters and relative ori-
entation between two frames. Therefore, a formulation, which
does not vary with the relative motion between these two im-
ages, could be defined.

The first approach for self-calibration is proposed by May-
bank and Faugeras [10]. In their method, the nonlinear quadratic
equations, the so-called Kruppa equations, are constructed by
using the fundamental matrices and unknown camera matrices.
These equations are solved in different ways [10]–[15]. On the
other hand, some methods do not attempt to solve Kruppa equa-
tions. They generally determine the camera-intrinsic parameters
and the position of the plane of a virtual conic by using the rela-
tion between the virtual conic and the camera-intrinsic parame-
ters [16], [17]. These methods later update the projective recon-
struction to metric reconstruction. In the method by Pollefeys
[18], projective reconstruction is updated to affine reconstruc-
tion by using the position of the plane of the virtual conic deter-
mined by solving a number of constraints [19]. Then, the affine
calibration is updated to a metric one using the estimated camera
intrinsic parameters determined by solving the general camera
self-calibration equations. This method is called stratified cali-
bration, since one moves between different stratums (i.e., affine
to metric) during reconstruction.

3) 3-D Structure Estimation From Two Views:
a) Solving for epipolar geometry for two views: When two

views of a camera locate at an arbitrary position, the geometrical
relationship between these views is given by the epipolar ge-
ometry, where this geometrical relation can be expressed with
the fundamental matrix, which is the algebraic representation
of the epipolar geometry. Significant research effort has been
put into estimating the fundamental matrix from a set of point
correspondences so far [6], [20]–[24]. The approaches can be
classified into two categories: linear and nonlinear methods.
Linear methods formulate the algebraic relation between pixel
locations and camera orientation and position in a linear form,
with the well-known example of the normalized eight-point al-
gorithm [20], whereas the nonlinear methods strictly impose
the constraints of the fundamental matrix. As a criterion for
the goodness of the estimation, a cost function can be used to
minimize the geometric distance, e.g., minimization of the re-
projection error (Gold Standard method) or the Sampson cost
function, which minimizes the distance of the points to their
corresponding epipolar lines. Minimization of the error is car-
ried out using the Levenberg–Marquardt algorithm, which is a
slight variation of the Gauss–Newton iteration method. In the
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and the structure [47]. On the other hand, nonlinear algorithms
rely on the iterative optimization techniques. The minimization
of a cost function is performed on both structure and motion
parameters. As expected, these algorithms usually have conver-
gence issues and are vulnerable to local minima. However, they
provide good numerical accuracy and� exibility. Some of these
methods involve the use of recursive techniques, either as an es-
timate fusing mechanism [48]–[50] or as a state estimator [51],
[52]. Others, such as [53], rely on classical optimization tech-
niques, known as bundle adjustment algorithms. The original
formulation of factorization is based on the orthographic pro-
jection, since it is only possible to linearly decompose structure
and motion via this projection [46], [47]. Later, this formula-
tion is also extended to weak perspective [54], paraperspective
[55], generalized af� ne [56] and,� nally, a perspective camera
[57]–[59]. A sequential version is also proposed for this batch
algorithm [60]. Instead of point correspondences, factorization
is also formulated for line features as well [61]. In order to cope
with occlusions and unreliable features, alternative cost func-
tions are proposed in a technique, known as hallucination, which
completes the missing entries [46]. It is also possible to estimate
the structure and motion of multiple objects [47].

Nonlinear methods can be divided into two categories:
bundle adjustment and recursive methods. While these ap-
proaches employ different techniques to obtain a solution, they
share common features, such as iterative minimization of a cost
function, models, and concerns for trapping into local minima.
Bundle adjustment is a catchall name for many techniques to
achieve jointly optimal estimates of the 3-D structure, motion,
and camera calibration parameters [6], [62]. Optimality implies
the minimization of a cost function, which quanti� es 2-D
reprojection error. As in most iterative optimization techniques,
a good initialization is essential.

Fusion methods are indeed a hybrid form between batch and
online approaches. The basic idea is constructing a structure es-
timate by fusing intermediate reconstructions (or subestimates)
obtained by processing smaller subsets of the sequence [63].
Moreover, the occlusion problem is handled more easily as a
feature should be viewed in only a few frames and not in the
entire sequence [49].

Another approach for solving the SfM problem is to con-
sider it in the context of state estimation for dynamical sys-
tems [64]. The Kalman� lter, or rather the extended Kalman
� lter (EKF), is a well-known tool for recursive state estima-
tion. In order to design an EKF, the states, a dynamic system
model, and an observation model should be determined. In the
basic EKF model [65], the states are selected as 3-D coordinates,
the system model includes rotational and translational motion
between time instants, and the observation model is based on
pixel locations of the 3-D points (states), observed with some
Gaussian noise. For this approach, since the state vector quickly
grows quite large, as every new feature extends this vector by
three entries, the state vector should be reduced by one of these
two strategies, as explicit and implicit reduction [64].

In the explicit reduction, the measurement equation is solved
for some of the states and substituted into the model equations
[52]. On the other hand, implicit reduction strategy is employed
by � xing some states, or a function of them. Such an approach

effectively introduces new constraints and reduces the solution
space. While there are many models proposed for system and
observations, some seem to have received wider acceptance. In
[51], the observation model is a perspective camera with known
calibration, the translation model is anth-order Taylor approx-
imation of the function corresponding to the object centroid
motion (equivalently, camera center motion), and the rotation
model is th-order Taylor approximation with quaternion rep-
resentation. This algorithm is later used as an initialization step
in a similar but recursive estimator in [65] and extended with
inertial sensor measurements in [66]. Photometric models have
also found a niche in [67].

B. Discussion on Single-Camera Techniques

There are many methods for capturing 3-D scenes from a
single-camera video sequence. Alhough, each of these methods
has its own advantages and disadvantages; currently, the SfM
is one step ahead of other techniques. The main reason is that
SfM can be used to solve real life problems. On the contrary, the
other techniques currently are just used to extract 3-D shapes
in controlled 3-D environs. It should also be mentioned that
SfM cannot solve all single-camera 3-D scene capture prob-
lems, whereas it might solve a fairly good amount of them, com-
pared with other approaches. Even for those unsolved cases,
there exist plenty of approximations to yield acceptable 3-D per-
ception in 3DTV systems. Hence, SfM can be assumed to be
the most complete solution among all of the single-camera 3-D
scene extraction methods, and a good candidate to be utilized
in the conversion of the available mono-view content to the up-
coming 3DTV systems.

C. Human Face and Body-SpeciÞc Techniques

Many 3-D applications are limited to studio environments
where the human face or the full body is the prime object. There-
fore, capturing the 3-D structure of a human face and body is a
very important research area. Witha priori knowledge about
3-D structure and motion of human faces and bodies, natural
limits of human motions can be used in order to make the pro-
cessing more ef� cient.

The human-speci� c techniques can be divided into two areas.
One of them is concentrated on the human face and contains the
following subtasks:

• face and facial feature detection;
• capturing of 3-D structure of the face;
• analysis of global face motion and mimic.

The other area is associated with the human body:
• 3-D human body modeling;
• human body kinematics and motion analysis;
• human body motion recognition.

Human face and body-speci� c techniques are not only impor-
tant because of human presence in the scene, but become more
popular in recent days because of progress in 3-D visualization
technology. In the area of 3-D visualization and 3-D display sys-
tems, robust detection and tracking of the observer’s eyes and
the observer’s view point is necessary to render the correct view
according to the observer position.

1) Face and Facial Feature Detection:Face and facial
feature detection is the� rst step in computer vision problems.
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Fig. 2. Model-based free-viewpoint videos rendered in real time.

closest input video frames into the target view based on the re-
constructed per-pixel depth information [217]. The main dif-
ficulty that stereo-based 3-D video methods are facing is the
notoriously hard multiview image correspondence problem that
needs to be properly solved in order to get decent scene geom-
etry. The method proposed in [218] therefore suggests a clever
boundary matting and depth-map regularization to reduce the
artifacts in reconstructed maps. Another possibility to improve
3-D video quality is to combine the multicamera system with a
multiprojector system. In [219], the authors enhance space-time
stereo reconstruction by additionally projecting multiview dy-
namic noise patterns into the scene. The authors of [220] pro-
pose to use a template human body model, a marker-free optical
motion capture approach, and multiview dynamic texture gen-
eration to create free-viewpoint videos of human actors that can
be rendered in real time (see Fig. 2). Their original approach has
been extended such that even time-varying surface reflectance
can be reconstructed, thereby enabling the display of virtual hu-
mans under arbitrary synthetic lighting conditions [221].

In [178], a quantitative evaluation of six multiview stereo re-
construction algorithms can be found. The algorithms are com-
pared in terms of accuracy and completeness of the representa-
tion and information about the computational efficiency is also
provided. This review suggests that the choice of an appropriate
technique mainly depends on the application, the type of scene,
as well as the range of virtual viewpoints that one has in mind.
It is also very likely that, for scenes with general foreground
and general background, a clever combination of different ap-
proaches would probably be most promising.

IV. HOLOGRAPHIC TECHNIQUES

Holography is a unique technique for recording and re-
constructing 3-D information of an object. A hologram is
essentially a record of the interference pattern obtained from
the superposition of a reference beam and the beam scattered
by the object. In classical holography, photographic films are
used to record holographic patterns, and the reconstruction is
performed optically. However, recent advances in computer and
video capture technology have permitted replacing holographic
films with charged-coupled devices (CCD) and complementary
metal–oxide–semiconductor (CMOS) image sensors to record
and numerically reconstruct holograms; this technique is now
known as digital holography [222]. In comparison with clas-
sical holography, digital holography has the major advantage

Fig. 3. Apparatus for recording digital holograms.

that it eliminates the need for wet chemical processing and
other time-consuming procedures and, thus, recording and
numerical reconstruction can be done in almost real time. In
addition, numerical data allow for manipulation, replication,
and ease of transmission. Therefore, digital holography is seen
as the way forward in realizing practical 3-D time-varying
scene capture for engineering applications and mass-media 3-D
displays. However, it needs to address some technological is-
sues such as image resolution, data storage and retrieval speed,
display of real and virtual images, and true color recording and
reconstruction before it can gain mainstream acceptance.

The basic process of recording a digital hologram is shown
in Fig. 3. The light coming from the object interferes with the
reference beam, and this interference pattern is recorded by the
CCD camera. To successfully capture a hologram, the angle
between the reference and the objects waves must not exceed a
maximum value given by

(1)

where is the distance between pixel centers and is the wave-
length of the laser [223]. Equation (1) must be met to satisfy
the sampling theorem. The implication of this has limited dig-
ital holography to record small objects placed far away from the
CCD camera. In order to record large objects, an additional op-
tical lens system is required to reduce the object size [224].

Currently, the pixel size in high-end digital cameras is of the
order of a few micrometers, which is still lower than photo-
graphic material resolution by at least an order of magnitude.
Until high-resolution electronic imaging devices comparable to
photo-emulsion becomes available, digital holography will find
limited use in 3-D scene capture. However, in the meantime,
several numerical methods and algorithms have been investi-
gated to compensate this shortcoming and increase the resolu-
tion of image reconstruction [224]–[227]. In one other method,
subimages of the holographic interference pattern were cap-
tured by using a resolution interface [228]. This interface con-
sists of an array of apertures. The interference of the reference
and object beams are projected onto the interface, which in turn
projects a distribution of light spots onto the CCD. However,
this process has to be repeated by changing the position of the
interface until complete information of the interference pattern


