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1. INTRODUCTION 
Parameter based facial animation allows the 
convincing generation of facial expressions at a very 
low bitrate. This makes it very suitable for talking 
head applications where the channel capacity is 
highly limited and an exact reproduction is not 
imperative, like virtual meeting rooms in the Internet, 
or where the animated head does not represent a 
human being (e. g. networked human-machine-
interface). 

Today's facial animation systems use a generic head 
model which is fit to the geometric 3D data of an 
individual head in the setup phase [1]. The animation 
rules, which describe how each animation parameter 
deforms the generic model, is hard coded into the 
animation system and strongly related to the used 
generic model. This makes the animation system very 
inflexible: it cannot animate other head models (e. g. 
of other topology, higher resolution, etc.) without 
major changes. Hence, only proprietary solutions are 
available today. 

In this contribution, we describe a new model-
independent animation architecture, which allows to 
download an arbitrary head model and the 
information how to animate it. During the 
initialization, the encoder sends a VRML 2.0 head 
model and an animation table, which specifies the 
animation rules for the animation parameters, to the 
decoder. During animation, the receiver decodes the 
animation parameter stream and animates the 
downloaded head model according to the rules. 

Since the model is defined by the encoder, no head 
fitting at the decoder has to be performed. 
Furthermore, this approach allows the encoder a 
precise control over the decoder enabling applications 
like virtual representatives where it is important not 
to distort visual information like attitudes or moods. 
Downloading a head model to the decoder does not 
slow down animation speed at the decoder. 

2. MODELING THE HEAD FOR ANIMATION 

2.1 Modeling in VRML 2.0 
VRML 2.0 [2] already defines a file format for the 
modeling of 3D objects in virtual worlds. This file 

format can be used to define the shape, texture and 
transformation hierarchy of the head model in a scene 
graph. 

The topology of the scene graph is given by the 
transformation hierarchy and the existence of 
different texture maps for single parts of the head. 

Two node classes in VRML 2.0 are of particular 
interest for facial animation: Transform and 
Indexed?aceSet nodes: Transform nodes allow the 
definition of rigid transformations like translation, 
rotation and scaling. Whenever possible this node 
should be used for the definition of an animation as it 
takes full advantage of the hardware accelerated 
graphics rendering engine. 

If the animation of an object includes flexible 
deformations, an IndexedFaceSet node has to be used 
to describe this object. This object is then animated 
by replacing the changed coordinate positions with 
the new values. 

Figure 1 gives an example of a simplified scene graph 
for a head model. The head consists of 3 objects. The 
face and the eyes. As the face has to undergo flexible 
deformations during animation, it is modeled in an 
IndexedFaceSet node. The eyes are modeled with 
Squere nodes. Transformation nodes specify their 
rigid transformations. A Transformation node at the 
top of the scene graph is used to control global head 
movements (rotation, nodding, etc.). 

2.2 Including Animation Related Information in 
the Scene Graph 
The animation system decodes the incoming 
animation parameter stream and determines the 
update information for IndexedFaceSet and 
Transform nodes. Therefore it must be able to access 
these nodes unambiguously. This can be done by 
assigning them labels with the DEF statement in 
VRML 2.0. 

3. DEFINING RULES FOR THE ANIMATION 
PARAMETERS IN AN ANIMATION TABLE 
The animation table defines for each animation 
parameter, which nodes are animated by it and how. 
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Figure 1: Scene Graph for a VRML Description of a Simple Head Model. 

Figure 2: Piecewise-linear Approximation of a Complex Motion. 

3.1 Transform nodes 
If an animation parameter causes an update of an 
Transform node, the animation table has to specify, 
which field in the Transform node is updated by this 
animation parameter. Then, during animation, the 
value of the animation parameter is directly inserted 
into this field. 

3.2 IndexedFaceSet nodes 
Flexible Deformations of IndexedFaceSet nodes can 
be approximated by piecewise-linear approximation 
(Figure 2). 

The animation table lists for an IndexedFaceSet node, 
which is deformed by a given animation parameter, 
the interval borders, affected vertices and 

displacement vectors (Table 1). During animation, the 
decoder determines for a received value of this 
animation parameter, in what interval it is lying, and 
piecewise-linearly interpolates the motion of the 
affected vertices. 

3.3 Example of a Simple Animation Table 
To make our concept of animation tables clearer, we 
give a simple example, in which the rules for two 
animation parameters are defined (Table 2). The 
animation parameter 1 is specified such that the 
values for it during animation replace the rotation 
field of the Transform node for the left eye. 
Animation Parameter 2 causes a flexible deformation 
of the IndexedFaceSet describing the face: The 
positions of vertex 23 and vertex 58 have to be 



determined by linear interpolation. Two interpolation intervals have been specified. 

Table 1: Animation Table Format for IndexedFaceSet Nodes. 

V e r t e x n o . I" I n t e r v a l [1\, 1J 2"'' I n t e r v a l [ I 2 , IJ 

Index 1 Displacement D n Displacement D 1 2 

Index 2 Displacement D 2 1 Displacement D 2 2 

Table 2: Example of an Animation Table. 

#FacialAnimationTable 

Animation Parameter 1: 

Transform node: left eye, field: rotation. 

Animation Parameter 2: 

IndexedFaceSet node: face. 

]-oo;0] [0;oo[ 

Vertex 23 (-0.9; 0 .1; 0.1) (0 .8;-0 .1 ,-0 .1) 

Vertex 58 (-0.6; 0.2; 0.6) (0.6; -0.1 ; -0,2) 

4. CONTENT CREATION 

How can arbitrary head models in VRML and 
animation tables be created? There are two ways: a 
natural for personalized head models and a synthetic 
one. 

In the natural approach a VRML model of a person's 
head is created by cyberscan data. The animation 
table is generated by image analysis. Images of the 
person are taken in neutral state and for each facial 
expression corresponding to the different animation 
parameters. The method described in [3] could be 
used to calculate the displacement vectors for 
IndexedFaceSet nodes. Applying this algorithm for 
different intensities of the person's expression 
improves the realism of the facial movements during 
animation. An animation system which downloads a 
person's data obtained in this way could be seen as a 

new architecture for a primitive model-based 
decoder. 

We have implemented the synthetic approach in our 
animation system [4]. We use professional 3D 
modeling software to create a head model in VRML. 
Then we deform the head for each animation 
parameter in different intensities and save the 
resulting head in a VRML file. An API reads the 
VRML head model in neutral state and all the 
deformed states and generates automatically the 
animation table. This procedure has been used to 
define the entire set of MPEG-4 Facial Animation 
Parameters [5] for AT&T's talking head system. The 
head model downloading and animation functionality 
integrate nicely with the talking capability of the 
system. Animated sequences using different 
personalities will be shown at the symposium. (Figure 
3,4) 



Figure 3: Visual Speech with a newly designed head and shoulder model. 

Figure 4: Animation of a downloaded face model with the MPEG-4 FAP test sequence "Marco". 

5. CONCLUSIONS 

We described a new animation architecture, which 
allows to download a head model and the definition 
of its animation parameters. After this initialization 
phase, the encoder sends animation parameters to the 
decoder. The decoder executes the animation 
parameters according to their downloaded definition. 
It is obvious that this approach allows for a 
significant flexibility for animation: The head can be 
human, animal or an artificial object, like a logo. 
Furthermore, this approach can be extended towards 
the animation of arbitrary objects. 
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Abstract 

A system is presented that defines personalized talking head models to consist of three parts: 

The model in its neutral position, animation definition tables that define the spatial 

deformation in response to the amplitude of different animation parameters and animation 

definition tables that define the temporal behavior of the model for actions like eye blinks and 

nodding but also for facial expressions. A process for quickly creating these models using 

modeling software is described. Since the models contain the knowledge of their behavior, the 

renderer for animating these models is easy to implement. In the prototype system, the models 

are animated using model-independent animation parameters as well as a speech synthesizer. 

Part of this proposal is implemented within the MPEG-4 visual, audio and systems standard. 

Keywords: Talking head, face animation, avatar, VRML, MPEG-4, text-to-speech synthesizer, 

virtual reality 

1 Introduction 

Human Computer Interfaces is an application area where audio, text, graphics, and video are 

integrated to convey various types of information. Often conversion is necessary between 

different media [1]. The objective is to provide more natural interactions between the human 

user and the computer. One approach is to display an animated character or a life-like talking 

head on the computer screen. The characters should have the ability to receive input from the 
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user and respond in a natural and intelligent way. Using the character as a visual interface to an 

agent, such an agent may perform information retrieval, notification, reading email or replying 

to email messages. 

Already available are software programs that display a generic animated talking head or a 

cartoon animal character on the screen to perform various tasks. One program is able to fetch 

songs at the user's request [2]. Another is able to carry on simple conversations [3]. Yet others 

are able to convert written text into visual speech using a Text-To-Speech (ITS) synthesizer 

[4] and a synchronized talking head with realistic lip and jaw movements as well as visible teeth 

and tongue[5][6][7][8][9]. Whereas some programs use simple polygon models with and 

without texture maps for ariimation, others use warped samples of 2D images [11]. Some 

animation programs consider models of the human muscles and skin in order to generate 

realistic facial motion[12][13]. A common feature of these programs is that the ariimation rules 

for the models are integrated into the animation program and not into the model. 

Since facial animation becomes feasible in modern computers and settop boxes, MPEG-4 is 

also standardizing the facial animation parameters (FAP) that allow animating talking heads. 

With this standard becoming available, it seems desirable to provide MPEG-4 decoders with 

the capability to animate different talking head models without knowing details of the facial 

model itself. In this paper, we propose to extend the definition of a facial model to not only 

include the static 3D shape of the model but also the knowledge of the model's dynamic 

behavior like smiles, head motion, and eye blink. With this new definition of a talking head 

model, the animation program does not need any knowledge about the dynamic of the model 

or the topology of the model. It will also be possible to use the MPEG-4 high-level FAPs to 

animate facial expressions like joy, fear, disgust, surprise as well as visemes (mouth shapes 

corresponding to phonemes). Furthermore, we could animate with one FAP stream a group of 

talking heads and they all would preserve their own personalities. 

In Section 2, we describe application scenarios where talking heads will be required to create or 

to improve a service. The personalized talking head models including their static and dynamic 

properties as well as a process for creating them is presented in Section 3. Section 4 describes 

the architecture for an implementation of a talking head system. Since part of this proposal 

was adopted by MPEG-4, Section 4 further outlines the differences between the proposed 
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